Searches for small-scale anisotropies from neutrino point sources with three years of IceCube data
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Abstract

Recently, IceCube found evidence for a diffuse signal of astrophysical neutrinos in an energy range of \( \sim 60 \text{ TeV} \) to the PeV-scale \cite{1}. The origin of those events, being a key to understanding the origin of cosmic rays, is still an unsolved question. So far, analyses have not succeeded to resolve the diffuse signal into point-like sources. Searches including a maximum-likelihood-ratio test, based on the reconstructed directions and energies of the detected down- and up-going neutrino candidates, were also performed on IceCube data leading to the exclusion of bright point sources. In this paper, we present two methods to search for faint neutrino point sources in three years of IceCube data, taken between 2008 and 2011. The first method is an autocorrelation test, applied separately to the northern and southern sky. The second method is a multipole analysis, which expands the measured data in the northern hemisphere into spherical harmonics and uses the resulting expansion coefficients to separate signal from background. With both methods, the results are consistent with the background expectation with a slightly more sparse spatial distribution, corresponding to an underfluctuation. Depending on the assumed number of sources, the resulting upper limit on the flux per source in the northern hemisphere for an \( E^{-2} \) energy spectrum ranges from \( \sim 1.5 \times 10^{-8} \text{ GeV/cm}^2 \text{s}^{-1} \), in the case of one assumed source, to \( \sim 4 \times 10^{-10} \text{ GeV/cm}^2 \text{s}^{-1} \), in the case of 3500 assumed sources.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

The unsolved problem of the origin of cosmic rays is one of the biggest challenges in high-energy astrophysics. In hadronic interactions of cosmic rays with matter, high-energy neutrinos are produced in the direct environment of cosmic ray sources. Possible candidates for these sources are, for example, Gamma Ray Bursts (GRBs) [2,3] or Active galactic Nuclei (AGNs) [4,5]. From Fermi Acceleration, the resulting energy-dependent differential flux \( \frac{d\phi}{dE} \) of astrophysical neutrinos is expected to follow a power law of \( E^{-\gamma} \), where \( E \) is the neutrino energy and \( \gamma = 2 + \epsilon \) is close to the spectral index of the cosmic ray production process [6]. The so-called inefficiency \( \epsilon \) is often assumed to be \( 0 \leq \epsilon \leq 1 \), while \( \gamma \approx 2 \) is favored by Fermi Acceleration [6].

Neutrinos are also expected in coincidence with high-energy photons. Thus, the measurement of thousands of gamma-ray sources, like AGNs [7,8], provides a large number of potential neutrino sources.

Since neutrinos do not experience deflections or scattering, they are ideal messengers for observing and tracing the hadronic interactions described above. The detection of high-energy neutrinos of cosmic origin would give important insights for identifying the sources of cosmic rays [9,10].

The IceCube neutrino telescope [11] recently detected a diffuse cosmic flux of high-energy neutrino events in two years of IceCube data by searching for neutrino-induced events with an interaction vertex within the detector [1]. This permits one to reduce the dominant atmospheric muon background. In a follow-up analysis, this diffuse flux was investigated in more detail using three years of IceCube data [12]. This high energy starting events analysis (HESE) yielded 37 events compared to an expected background of 15.0 events from atmospheric muons and neutrinos. These events could provide information about potential cosmic ray astrophysical sources and motivate additional searches.

IceCube, with its large field-of-view, offers a unique opportunity to study the production and interaction of high-energy cosmic rays using neutrinos. The detector, which is located at the geographical South Pole, has a detection volume of \( \sim 1 \) km\(^3\) deep in the Antarctic glacier and an additional \( \sim 1 \) km\(^2\) surface air shower detector, called IceTop. The IceCube detector consists of digital optical modules (DOMs) [13], placed on strings deployed vertically at depths between 1450 m and 2450 m. The strings hold 60 DOMs each equipped with a photomultiplier tube and digitizing electronics to detect neutrinos by measuring Cherenkov radiation of their secondary particles [14]. A detailed description of the data acquisition system can be found in [13]. The detector was built in several stages between 2005 and 2010, such that each year several strings were added, until reaching the final configuration of 86-strings, containing more than 5000 DOMs. IceCube has completed different configurations (IC40, IC59 and IC79, respectively), where the labeling corresponds to the number of deployed strings. For the selection criteria applied [15], 108310 and 146047 track-like events were found in the northern and southern sky, respectively. The data are background dominated, consisting mostly of atmospheric muons in the southern sky and of atmospheric neutrinos in the northern sky where the atmospheric muon background is shielded by the Earth. At trigger level, there is a significant contribution from atmospheric muons also in the northern sky, caused by mis-reconstructed atmospheric muons near the horizon and events with two muons within the same readout window reconstructed as a single track [19]. This background is reduced by rejecting events with a poor angular resolution and events with multiple muon tracks which are identified by a clustering algorithm. Requirements on the amount of light seen in the detector are used to also reduce the atmospheric neutrino background in the northern hemisphere and result in a neutrino energy threshold of around 100 GeV. Following these guidelines, the event selection was performed separately for each detector configuration. For IC40, straight cuts were used [20,15], while for IC59 and IC79, the event selection was performed using several Boosted Decision Trees [15]. To reduce the atmospheric muon background in the southern hemisphere, declination dependent cuts on the reconstructed muon energy were developed for each data sample. While the cuts were designed to result in a smooth distribution of the events, there are remaining disuniformities induced by the steep change of the event density with the declination if a smaller binning is used to present the data than was used in the event selection.

2. Data sample

2.1. Experimental data

The data presented was taken between 2008 and 2011. It consists of 3 different detector configurations: 40-, 59- and 79-string configurations (IC40, IC59 and IC79, respectively), where the labeling corresponds to the number of deployed strings. For the selection criteria applied [15], 108310 and 146047 track-like events were found in the northern and southern sky, respectively. The data are background dominated, consisting mostly of atmospheric muons in the southern sky and of atmospheric neutrinos in the northern sky where the atmospheric muon background is shielded by the Earth. At trigger level, there is a significant contribution from atmospheric muons also in the northern sky, caused by mis-reconstructed atmospheric muons near the horizon and events with two muons within the same readout window reconstructed as a single track [19]. This background is reduced by rejecting events with a poor angular resolution and events with multiple muon tracks which are identified by a clustering algorithm. Requirements on the amount of light seen in the detector are used to also reduce the atmospheric neutrino background in the northern hemisphere and result in a neutrino energy threshold of around 100 GeV. Following these guidelines, the event selection was performed separately for each detector configuration. For IC40, straight cuts were used [20,15], while for IC59 and IC79, the event selection was performed using several Boosted Decision Trees [15]. To reduce the atmospheric muon background in the southern hemisphere, declination dependent cuts on the reconstructed muon energy were developed for each data sample. While the cuts were designed to result in a smooth distribution of the events, there are remaining disuniformities induced by the steep change of the event density with the declination if a smaller binning is used to present the data than was used in the event selection. The effects of these disuniformities are fully included in the background estimation and the calculated statistical significance of the result. For each selected event, the declination, the right ascension and the energy of the muon inside the detector were reconstructed, using the methods described in [21,19]. Atmospheric neutrinos yield events with reconstructed muon energies of up to \( \sim 100 \) TeV. Above this energy, their flux is too low to make a signif-
significant contribution. The atmospheric muon background in the southern hemisphere however is significantly larger and contributes events with up to 10 times higher energies. The declination distribution of the experimental data after the event selection is shown in Fig. 1(a).

2.2. Signal simulation

The energy spectrum of candidate neutrinos is motivated by Fermi acceleration [6], and is assumed to follow a power law of $E^{-\gamma}$ with different spectral indices ($\gamma$). Additionally, the number of sources ($N_{\text{src}}$) is varied between one and several thousand sources with respect to the wide range of possible source candidates. From full detector Monte-Carlo simulation (MC) [22], the detection efficiency and the angular resolution of these signal events can be estimated. Since the angular resolution of the detector depends on the energy spectrum, the distribution of the angular reconstruction error, i.e. the Point Spread Function (PSF), is obtained for each of the investigated energy spectra ($E^{-2}$, $E^{-2.25}$ and $E^{-3}$) and for each detector configuration. As an example, for an $E^{-2}$ spectrum, the PSFs for IC40, IC59 and IC79 are shown in Fig. 1(b).

The detector efficiency is a function of the energy $E$ and the zenith angle $h$ of an incoming neutrino. It can be characterized by the effective area $A_{\text{eff}}(E, h)$, which is the corresponding area of a hypothetical detector, that has 100% efficiency for detecting neutrinos generated uniformly and omnidirectionally at the surface of the atmosphere of Earth with given energy $E$ and zenith angle $h$. For a neutrino source at a given declination in the sky, the number of detected neutrinos is proportional to a convolution of the energy-dependent effective area (evaluated at the appropriate zenith angle) and the energy spectrum of the source. As an illustration, the solid-angle-averaged effective area $A_{\text{tot}}(E)$ for the northern and southern sky are shown in Fig. 2 for the final event selection.

The declination-dependent detector acceptance, as obtained from MC simulation, is shown in Fig. 3(a) for $E^{-2}$, $E^{-2.25}$ and $E^{-3}$ energy spectra. Additionally, the detection acceptance for the top 10%, 1% and 0.1% high-energy events of an $E^{-2}$ energy spectrum is shown in Fig. 3(b).

For the northern hemisphere, the expected neutrino flux from the pole region decreases at high energies which is due to the Earth’s declining transparency to neutrinos. Thus, for hard energy spectra and the highest-energy bins the signal is dominated by the horizon region, while for soft energy spectra and low-energy bins, the expected number of signal neutrinos from an isotropic signal is largely the same at all declinations. In addition, the declination-acceptance is influenced by declination-dependent cuts, applied to the data sample in [15]. In the southern hemisphere, the detector acceptance is comparatively much smaller due to strong cuts applied in [15] to reduce the atmospheric muon background. The observed smooth transition at the horizon is due to the decrease of atmospheric muons and the corresponding increase in signal efficiency.

2.3. Simulation of signal and background neutrino sky maps

Using toy MC simulations, pure atmospheric background sky maps, sky maps of pure point source signal and mixed sky maps are generated. These pseudo-experiments are used to develop the analysis method and to quantify the analysis performance (discovery potential). The generation of signal and background neutrinos is described in the following.

For all maps, the total number of events, $n_{\text{tot}}$, is fixed to the number of events in the experimental dataset. For the signal simulations, three signal parameters are used: the mean number of neutrinos per source ($\mu$), the number of sources ($N_{\text{src}}$) in the sky (for the corresponding hemisphere) and the spectral index ($\gamma$) of the signal energy spectrum. The spatial distribution of point sources is assumed to be uniform in the full sky. In an additional signal hypothesis, it is assumed to follow the galactic plane. The number of events produced by the source is drawn from a Poisson distribution with a mean source strength of $\mu$. All source events are distributed around the true source position according to the PSF of the specified energy spectrum to take the detector’s angular resolution into account. Each generated signal event is either rejected from or accepted to the simulated sky map according to its declination using the detector’s declination-dependent acceptance in a hit-and-miss procedure [23]. Thus, $\mu$ is the number of generated neutrinos per source before detector acceptance and corresponds to a flux. The expected number of neutrinos per source ($\mu_{\text{tot}}$) in the simulated map depends on the declination, such that $\mu_{\text{tot}}$ is given by the product of $\mu$ and the detector acceptance at the source’s declination. To do this, the MC declination distribution for the specified energy spectrum is normalized such that its peak value is at 1.0 and taken to be the detector’s declination acceptance. Thus, the number of neutrinos from each source within one sky map is determined by the declination of the source and Poissonian fluctuations.

![Fig. 1. (a) Experimental declination distribution and (b) $E^{-2}$ Point Spread Function from MC](image-url)
The background, consisting of atmospheric neutrinos and misreconstructed atmospheric muons, is generated by performing a large number of pseudo-experiments using a uniform right ascension distribution and taking into account the declination distribution from the experimental data shown in Fig. 1(a). Using this data driven approach, no additional systematic effects due to Monte Carlo simulation are introduced.

3. Methods

3.1. Two-point autocorrelation test

The autocorrelation test is based on the distribution of pairwise calculated spatial distances \( W_{ij} \) between events \( i \) and \( j \), which are compared to the background expectation. It is designed to detect an event clustering at angular scales \( \theta \) comparable to the detector resolution, while no prior information about the potential sources is required. The amount of clustering is then obtained from scanning simultaneously over \( \theta \) and different bins for the minimum energy \( E_{\text{min}} \) that optimizes the sensitivity [24,25].

With \( \Psi \) being the spatial distance between two events, the test statistic of the 2-pt analysis can be defined as a function of \( \theta \) by

\[
\text{TS}(\theta, E_{\text{min}}) = \frac{\text{obs. no. pairs with } \Psi_{ij} \leq \theta, E_{ij} \geq E_{\text{min}}}{\text{avg. no. bg. pairs with } \Psi_{ij} \leq \theta, E_{ij} \geq E_{\text{min}}}.
\]

Fig. 2. The solid-angle-averaged effective area of IC40, IC59, and IC79 for neutrinos from the northern hemisphere (a) and the southern hemisphere (b). The effective area is determined from Monte Carlo simulations for the final event selection and is a function of the neutrino energy \( E \) and the incident zenith angle (not shown here, but averaged over solid angle).

Fig. 3. Declination distribution \( \lambda \) for (a) different energy spectra and (b) different energy bins of an \( E^{-2} \) spectrum used as detector acceptance for the signal simulation. All histograms are obtained from MC simulation of isotropic signal events.

The background, consisting of atmospheric neutrinos and misreconstructed atmospheric muons, is generated by performing a large number of pseudo-experiments using a uniform right ascension distribution and taking into account the declination distribution from the experimental data shown in Fig. 1(a). Using this data driven approach, no additional systematic effects due to Monte Carlo simulation are introduced.

\begin{align*}
\text{TS}(\theta, E_{\text{min}}) & = \frac{\sum_{i,j,H \neq H} \Theta(\theta - \Psi_{ij}) \cdot \Theta(E_{ij} - E_{\text{min}})}{\sum_{m,n,H \neq H} \Theta(\theta - \Psi_{mn}) \cdot \Theta(E_{m,n} - E_{\text{min}})},
\end{align*}

or, more precisely, by

\[
\text{TS}(\theta, E_{\text{min}}) = \frac{\sum_{i,j,H \neq H} \Theta(\theta - \Psi_{ij}) \cdot \Theta(E_{ij} - E_{\text{min}})}{\sum_{m,n,H \neq H} \Theta(\theta - \Psi_{mn}) \cdot \Theta(E_{m,n} - E_{\text{min}})},
\]

where \( E_i \) is the reconstructed muon energy of event \( i \) (see [19] for details on the energy reconstruction), which is a lower bound of the primary neutrino energy and \( E_{ij} = \min(E_i, E_j) \). The pairs of events \( i \) and \( j \) inside the hemisphere, \( H \), are counted, with \( \Theta \) being the Heaviside function. The background expectation enters in the denominator and is obtained by averaging over a large number of pseudo-experiments using a uniform right ascension distribution. \( E_{\text{min}} \) is the minimum energy defining each energy bin. In the data sample of the northern hemisphere, events have neutrino energies between 240 GeV and 1.2 PeV. For the 10% sample, the lower energy bound increases to 6.3 TeV, while for the 1% and 0.1% samples the lower threshold is 31.6 TeV and 120 TeV, respectively [19]. For the southern hemisphere, the energies range from 490 GeV to 8 PeV. For the 10% sample this range increases to 630 TeV and for the 1% and 0.1% samples the lower threshold lies at 1.3 PeV and 2.7 PeV.

This search is an extension of the Multi Point Source (MPS) analysis that has previously been applied to the IceCube data [26].
3.2. Multipole analyses

A multipole analysis is performed as a second test. It is based on the expansion of the measured skymap into spherical harmonics which are given by

$$Y_{\ell m}(\vartheta, \varphi) = \sqrt{\frac{(2\ell + 1)(\ell - m)!}{4\pi(\ell + m)!}} P_{\ell}^{m}(\cos(\vartheta)) \exp(i m \varphi),$$

(3)

with $\ell = 0, 1, 2, \ldots$, $-\ell \leq m \leq \ell$ and $P_{\ell}^{m}(x)$ being the Legendre Polynomials. Here, $0 \leq \vartheta < \pi$ and $0 \leq \varphi < 2\pi$ are two free parameters for each spherical harmonic that can be connected to declination($\vartheta$) and right ascension($\varphi$) by $\varphi = \pi x$ and $\vartheta = \frac{\pi}{2} - \delta$.

Since spherical harmonics form a complete and orthonormal system, any square-integrable function $f(\vartheta, \varphi)$ on a sphere can be expanded into them, such that it is expressed by a superposition of spherical harmonics and the corresponding complex expansion coefficients $a_{\ell m}$. The expansion coefficients can be obtained by solving the integral

$$a_{\ell m} = \int_{0}^{2\pi} \int_{0}^{\pi} \sin(\vartheta) Y_{\ell m}^{*}(\vartheta, \varphi) f(\vartheta, \varphi) \, d\vartheta \, d\varphi.$$

(4)

In this analysis, $f(\vartheta, \varphi)$ is the neutrino arrival direction skymap, described by

$$f(\vartheta, \varphi) = \sum_{i=0}^{\text{max}} \delta^{\vartheta} \left( \cos(\vartheta) - \cos \left( \frac{\pi}{2} - \delta_{i} \right) \right) \cdot \delta^{\varphi} (\varphi - \alpha_{i}),$$

(5)

where $(\delta_{i}, \alpha_{i})$ are the declination and right ascension coordinates of event $i$ and $\delta^{\vartheta}$ is the Dirac-Delta distribution.

The expansion is performed using the HEALPix software package [27], which splits the sky into 786432 equal sized bins corresponding to an angular size of $\sim 0.13^\circ$ (mean bin radius), which is sufficiently smaller than the angular resolution of the event.

For each simulated skymap, the resulting expansion coefficients with $m \neq 0$ are complex quantities where the distribution follows a two-dimensional Gaussian centered at the origin of the complex plane. For different signal strengths and $\mu$, different standard deviations $\sigma$ of the two-dimensional Gaussian are observed, while $\sigma$ is minimal for pure background. As an example, the complex expansion coefficient for $\ell = m = 1$ is shown in Fig. 4 for 10000 simulated skymaps of pure background and pure signal of different source strengths $\mu$. Since the distributions are rotationally symmetric about the origin, no separation power exists within the phase of the expansion coefficients $\phi(a_{\ell m})$, while all separation power rather is contained in their absolute value $| a_{\ell m} |$.

The coefficients for $m = 0$ describe the pure zenith-dependence and are real numbers. They contain all power in the background-only case and thus are not centered at the origin of the complex plane. Due to its location at the geographic South Pole and the daily rotation of the earth, possible right ascension systematics due to the detector’s geometry are averaged out. Remaining possible deviations between the simulated and true signal event distributions are mainly contained in the zenith, and thus declination, spectrum of the measured signal. Therefore, the $m = 0$ coefficients carry almost all of this systematic uncertainty.

Since the complex phase of the expansion coefficients $\phi(a_{\ell m})$ is uniformly distributed, and thus carries no separation power between signal and background, the analysis is based on an effective power spectrum $C_{\ell}^{\text{eff}}$ defined by

$$C_{\ell}^{\text{eff}} = \frac{1}{2\ell} \sum_{m=-\ell}^{\ell} |a_{\ell m}|^2,$$

(6)

using only the absolute values of $a_{\ell m}$. Additionally, the $m = 0$ coefficients are omitted due to their different behavior and their strong systematic dependencies. Since at large $\ell$ of $\sim 100$, their contribution to $f(\vartheta, \varphi)$ becomes very small, the corresponding loss in performance is negligible. The resulting effective power spectra for pure signal and pure background averaged over 10000 pseudo experiments are shown in Fig. 5.

To quantify the differences in the power spectra, a test statistic $D_{\ell}^{\text{eff}}$ is defined by

$$D_{\ell}^{\text{eff}} = \frac{1}{\sum_{i=1}^{\text{max}} \text{eff}_i} \sum_{i=1}^{\text{max}} \text{eff}_i \left( \frac{C_{\ell}^{\text{exp}} - C_{\ell}^{\text{bg}}}{\sigma_{\ell}^{\text{eff}_i}} \right)^2,$$

(7)

which is motivated by a single-sided, weighted $\chi^2$-test of the experimentally observed, effective power spectrum $C_{\ell}^{\text{eff}_i}$. The spectra $\langle C_{\ell}^{\text{eff}} \rangle$ and $\langle C_{\ell}^{\text{eff}} \rangle$ are the mean values of the effective power spectrum $C_{\ell}^{\text{eff}_i}$.

![Fig. 4. Example of the distribution of a complex expansion coefficient.](image)

![Fig. 5. Effective power spectrum $C_{\ell}^{\text{eff}}$ shown for pure signal sky maps and for various values of $\mu$ for an $E^2$ energy spectrum. As described in Section 2.3, for pure signal the number of sources $N_{\text{sig}}$ is chosen such that the map contains as many neutrinos as in the experimental sample. The plot shows the averaged values for 10000 simulated sky maps.](image)
spectrum for each $\ell$ for pure signal and pure background sky maps, respectively. For all $\ell$, they are both averaged over 10000 pseudo experiments. For the pure background sky maps, the corresponding standard deviation for all $\ell$ of the effective power spectrum is called $\sigma^\text{eff}_{\ell,bg}$. The parameters $w_\ell$ and sign $\text{sign}$ are defined by

$$w^\text{eff}_\ell = \frac{C^\text{eff}_{\ell, sig}}{\sigma^\text{eff}_{\ell,bg}}.$$  

$$\text{sign}_\ell = \frac{C^\text{eff}_{\ell, exp} - C^\text{eff}_{\ell, bg}}{C^\text{eff}_{\ell, exp} + C^\text{eff}_{\ell, bg}},$$

such that each deviation in $C^\text{eff}_\ell$ is weighted by the expected deviation in the case of a point source signal. Thus, $C^\text{eff}_\ell$ that are very sensitive to point-source signals obtain a large weight, while insensitive $C^\text{eff}_\ell$ obtain a small weight to increase sensitivity by keeping the test statistic from being dominated by statistical fluctuations on other angular scales than those relevant for point-source searches.

Additionally, the parameter $\text{sign}$ guarantees that only deviations in the expected direction are counted positively, while deviations in the opposite direction are counted negatively. This is a natural definition, because underfluctuations on scales, where point-sources were supposed to cause an excess, are not meant to count positively for the test statistic, since an underfluctuation does rather contradict a point-source signal on this angular scale than support it.

In Fig. 6, the weight spectrum $w_\ell$ is shown for various source strengths $\mu$ and pure signal. For all $\mu$, it exhibits the similar shape, while the shown spectra differ only in their total normalization. Since the test statistic is divided by the sum over all weights (Eq. (7)), the test statistic does not depend on the total normalization of the weight spectrum, but only on its shape. Thus, the shown weight spectra lead to the same test statistic.

A softer spectral index, $\gamma$, would lead to a slightly poorer angular resolution. This change in angular resolution also alters the characteristic scale of the point sources. Since the weights are large for $\ell$ corresponding to the characteristic scale of the structure size, a slightly broader angular resolution would lead to a slight shift of the distribution to lower $\ell$, although this effect and the corresponding loss in sensitivity are small and thus are neglected in this analysis. Therefore, in the following only one set of weights, which was calculated for $\mu = 30$ and $\gamma = 2$, is applied to experimental data.

4. Analysis performance

4.1. Discovery potential of the autocorrelation analysis

In this test, the angular scale $\theta$ is varied from 0° to 5° with a step size of 0.25°. In addition, four energy bins are used, that contain: all events, the 10%, 1% and 0.1% of the most energetic events observed in data, in order to have a better background suppression. The 0.1% sample for the northern hemisphere, for example, contains only the 100 highest-energy events. By using different energy thresholds, the discovery potential for high energy signals is improved, while the sensitivity to sources with soft energy spectra is retained. By varying the step size, the scan itself can determine the best energy and $\theta$ binnings that maximize the signal [24].

The autocorrelation analysis is performed on the data described in section 2. The test statistic is acquired from over 20000 pseudo-experiments of randomized data. The test statistic is then fit with a Gamma distribution for the two highest energy bins, which contain the 1% and 0.1% of the events with the highest energy and a Gaussian for the two lowest energy bins, containing all events and the 10% of events with the highest energy. Fig. 7 shows the distribution of the number of observed pairs for pure background sky maps, a clustering scale of 0.25° and the energy bin containing 1% of the data with a Gaussian fit. Additionally, two signal scenarios with a uniform distribution of sources in the northern sky are shown. In order to estimate the discovery potential, the number of signal events is varied for different numbers of sources and is compared to the test statistic distribution for background. Furthermore, the thresholds for the energy bins are re-calculated in order to keep the number of events fixed in every energy bin. Given the test statistic distribution for different numbers of signal neutrinos ($n_{\text{sig}}$),

![Fig. 6. Weight spectrum $w_\ell$ shown for pure signal sky maps and for various values of $\mu$ for an $E^2$ energy spectrum. As described in Section 2.3, for pure signal the number of sources $N_{\text{sig}}$ is chosen such that the map contains as many neutrinos as in the experimental sample. The weights are calculated from averaged values of $C^\text{eff}_{\ell}$ for 10000 simulated sky maps. The curves exhibit similar shapes and differ only by their total normalization.](image)

![Fig. 7. Example of the number of observed pairs in the autocorrelation analysis for simulated data sets with and without signal. The case for the angular scale $\theta = 0.25°$ and the energy bin that contains the 1% highest energy events is shown. The randomized data is fitted with a Gaussian and two signal scenarios with a uniform distribution of $E^2$ sources in the northern sky are shown. For $N_{\text{sig}} = 50$, the mean number of neutrinos per source $\mu$ was adjusted until the total number of signal events added to the full data sample (and replacing randomized data events at the corresponding declinations) was $n_{\text{sig}} = 750$. Similarly for $N_{\text{sig}} = 100$, the example shown was constructed by adjusting $\mu$ per source until the number of signal events inserted in the full data sample was $n_{\text{sig}} = 1500$.](image)
the required number of signal neutrinos, where 50% of the cases give at least a $5\sigma$ deviation from the observed background, is defined to be the discovery potential. Applying the solid-angle-averaged effective area ($A_{\text{eff}}(E)$ – see Section 2.2) of the detector for the three-years (one-year) sample, the resulting discovery potential in terms of $n_{\text{sig}}$ can be converted to fluxes. This is done using

$$
E \frac{d\phi}{dE} = \frac{n_{\text{sig}}}{T_{\text{up}} \int_0^\infty dE A_{\text{eff}}(E) E^{-1}},
$$

(10)

where $n_{\text{sig}}$ is the number of signal neutrinos fixed by the signal parameters ($N_{\text{snr}}, \mu, \gamma$) and $T_{\text{up}}$ is the detector uptime.

The discovery potential includes the correction for trial factors that come from testing different angular scales $\theta$ and different energy thresholds $E_{\text{min}}$. The first signal model considered here contains sources with equal strength and a uniform distribution in the northern sky. The second scenario is a spatial distribution according to the Green cataloge [28] of SNRs in the Milky Way, and contains 274 SNRs. Thus, sources are distributed according to randomly chosen positions of SNRs of the catalogue and can vary from 50 to 200 sources. Even if this catalogue gives a biased view of Galactic SNRs, we decided to use it for limit calculations in our search. However, for future applications we will consider improved catalogues of galactic objects. Since the sources are distributed only inside the Galactic Plane, this scenario exhibits a larger clustering between the sources compared to the first one. In order to study the high energy events in more detail we perform an additional test (2-pt HE) for the 100 most energetic events in the IC79 data sample. A smaller energy binning in steps of 10 events is applied up to the most energetic 10 events observed in this sample, while the binning in $\theta$ stays the same.

4.2. Discovery potential of the multipole analysis

The test statistic for mixed sky maps containing only a small fraction of signal events and mainly background is calculated to estimate the analysis performance. This is done by varying the number of sources for fixed values of the mean number of neutrinos per source and the spectral index. The resulting test statistic for each combination of ($N_{\text{snr}}, \mu, \gamma$) is then calculated 1000 times and 10000 times for the background distribution. The resulting test statistics for $\mu = 5$ are shown in Fig. 8 for an $E^{-2}$ energy spectrum and various values of $N_{\text{snr}}$. To facilitate comparison with the autocorrelation analysis, shown in Fig. 7, the final (average) number of signal events is also given. Note that in contrast to Fig. 7, there is no restriction on the event’s energy.

The corresponding $5\sigma$ discovery potential in terms of the number of signal neutrinos $n_{\text{sig}}$ is defined analogous to Section 4.1 and is converted to a physical flux using Eq. (10). Further, in contrast to the autocorrelation analysis, the discovery potential of the multipole analysis is determined only for the case of uniformly distributed sources on the northern hemisphere. Furthermore, it does not use a binning in energy or angular distance, such that there is no correction for trials and the resulting pre-trial significance is also the post-trial value.

4.3. Comparison of autocorrelation and multipole analyses

The $5\sigma$ discovery significance for both analyses are shown in Fig. 9(a) and (b) for the northern and southern hemisphere, respectively, assuming an $E^{-2}$ neutrino spectrum and a uniform source distribution. The significances are compared to the discovery flux of the time-integrated point source likelihood search [15] averaged for each hemisphere and to the recently found diffuse flux of astrophysical sources [12]. This is achieved by evaluating the best fit astrophysical flux for each spectral index which is converted into a flux per source by normalizing with $2\pi$ for each hemisphere and dividing the diffuse flux by the number of sources, assuming sources of equal flux at Earth. One should note that the point source discovery flux is shown for a single source and does not include trial factors for searching many locations which, over the whole sky, would increase the discovery flux by a factor of about 2.

For an $E^{-2}$ spectrum, and more than $\sim 20$ sources in the northern sky, the autocorrelation analysis is able to identify a signal that the point source likelihood search would not observe, while for the multipole analysis this is the case for more than $\sim 45$ sources. The large difference between these two analyses is due to the hard energy spectrum, which is easier to extract with the autocorrelation analysis since it uses energy as an additional observable. For the southern hemisphere, the autocorrelation analysis is performing better than the point source likelihood analysis for more than $\sim 10$ sources, while the multipole analysis is not shown, because it was only performed on the northern hemisphere. For the autocorrelation analysis, the $5\sigma$ discovery flux is shown in Fig. 10(a) and (b) for the northern and southern hemisphere, respectively, assuming an $E^{-2}$ energy spectrum and a galactic source distribution. As described above, it is also compared to the average discovery flux of the point source likelihood search. In Fig. 11(a), the $5\sigma$ discovery flux for an $E^{-3}$ neutrino spectrum with uniformly distributed sources is shown and compared to the discovery flux of the point source likelihood search for that spectrum. Above $\sim 20$ sources, the multipole and the autocorrelation analysis perform better than the point source likelihood analysis. For this energy spectrum, the discovery potential of both analyses is similar, since the energy observable that is used by the autocorrelation analysis carries only little separation power between astrophysical and atmospheric neutrinos. Fig. 11(b) illustrates the discovery flux for sources with an $E^{-2.25}$ neutrino spectrum for uniformly distributed sources. Again, the performance of both analyses is similar, while a discovery potential for the point source likelihood analysis is not available.

For a fit of an $E^{-3}$ spectrum to the HESE data, neither analysis is able to detect the underlying source population except in the case that it consists of very few sources (the scenario for a detection in the previous point source likelihood searches). However, for fits of softer spectral indices to the HESE data like $E^{-3}$ or $E^{-2.25}$, there are a
range of source populations compatible with the HESE flux that could be detected by the autocorrelation and multipole analysis, but not by the point source likelihood analysis. For all tested signal hypotheses, the declination-dependent detector acceptance was correctly taken into account. However, it should be noted that in case of a non-isotropic signal, the given discovery potential is not valid since different declinations contribute differently to the total significances (s. Fig. 3). Additionally, large-scale structures in the source distribution would increase the clustering of events, allowing both methods to detect even smaller fluxes. Thus, the sensitivity depends strongly on the source distribution and can not simply be applied to any model predictions.

The calculations presented in this paper are not limited by computation time, although this does scale differently with the number of events in each sky map. The information-based complexity, and thus the required computation time, of the multipole analysis scales with $O(n_{\text{tot}}^2)$, while the autocorrelation analysis scales with $O(n_{\text{tot}})$.

5. Results

5.1. Results of the autocorrelation test

The autocorrelation test was applied to the presented data sample of the IC40, IC59 and IC79 configurations. In Fig. 12, the observed number of pairs for the northern hemisphere are shown as a function of the clustering scale $\theta$ and compared to the background expectation. The same plots are shown for the southern hemisphere in Fig. 13. Since the data sample contains more events in the southern part of the sky, the fluctuations for the highest energy bin are smaller.

The ratios of the observed number of pairs and the background expectation of this analysis are shown in Fig. 14 for the northern hemisphere and Fig. 15 for the southern hemisphere. In both hemispheres, fewer pairs than expected were observed and a small underfluctuation is visible. The background distribution is used for the evaluation of the local p-values. The best pre-trial p-values are 0.16 for the northern and 0.055 for the southern hemisphere. Taking the trials for the different angular and energy bins into account results in a post-trial p-value of 0.84 for the northern hemisphere and 0.73 for the southern hemisphere. The result of the additional high energy test of IC79 data only (2-pt HE) gives a pre-trial p-value of 0.035. After taking the trial correction into account results into a post-trial p-value of 0.38, with one pair at 1.75 inside the 10 events energy bin. The pair of events has reconstructed (right ascension, declination) of (285.7°, +3.1°) and (287.2°, +3.6°). All results are consistent with fluctuations of the background.

5.2. Results of the multipole analysis

The method is applied to experimental data from the northern hemisphere by calculating the experimental power spectrum and...
the value of the test statistic. The observed value of the test statistic is shown in Fig. 16 with the background expectation. This corresponds to a $\sigma_0$ deviation from background and thus an underfluctuation with a p-value of 0.63 to find a higher value of $D^{2}_{et}$.

5.3. Upper limits on the neutrino flux

Using Eq. (10), the experimental value of the test statistic for both analyses can be converted into upper limits on $n_{\text{sig}}$ and thus on the physical flux normalizations ($\Phi_0 = E^{2.0}$) for different spectral indices ($\gamma$). Upper limits at the 90% confidence level are calculated based on the classical (frequentist) approach [29]. The resulting limits on the flux normalization for the northern hemisphere and uniformly distributed $E^{2.0}$ neutrino sources are shown in Fig. 9(a). For comparison, additional lines are drawn for the limit of the point source likelihood analysis [15] and for the converted flux of the HESE analysis. The average upper limit of the point source likelihood analysis is $2.7 \cdot 10^{-9} \text{ GeV cm}^{-2} \text{ s}^{-1}$. Fig. 9(b) shows the limit for the southern hemisphere and uniformly distributed $E^{2.0}$ neutrino sources for the autocorrelation analysis. Again, the limit for the point source likelihood analysis and the converted HESE flux are shown for comparison and the average upper limits of the point source likelihood analysis is $5.5 \cdot 10^{-9} \text{ GeV cm}^{-2} \text{ s}^{-1}$.

In Fig. 10(a) and (b), the limits are shown for the northern and southern hemisphere for an $E^{2.0}$ neutrino spectrum in the galactic plane scenario. Both are compared to the converted HESE flux and the limits from the point source likelihood analysis.

For both analyses, the choice of sampling points is different due to different approaches in determining the limit by varying the signal parameters ($N_{\text{SOU}}, \mu, \gamma$). While the autocorrelation analysis fixes $N_{\text{SOU}}$ and varies $n_{\text{sig}}$ by changing $\mu$ to determine the limit, the multipole analysis varies $N_{\text{SOU}}$, keeping $\mu$ fixed. This results in a different set of sampling points for the limit lines, which has no influence to the lines themselves or their physical interpretation.

In Fig. 11(a) and (b), the limits of both analyses are shown for an $E^{2.0}$ and an $E^{2.25}$ spectrum, respectively. They are compared to the converted HESE flux and to the limit of the point source likelihood analysis for $E^{2.0}$, while for $E^{2.25}$ no limit from the point source likelihood analysis is available. The $E^{2.25}$ spectrum is motivated by the HESE best fit of the spectral index.

6. Systematic influences

The analyses are affected by only few systematic uncertainties due to uncertainties in the background estimation and in the signal efficiency. To estimate the systematic influences we use only the IC79 data sample since it contains most of the events in the combined sample and this is a good approximation.

The background estimation is based on randomized experimental data, and systematic effects in the background can only result from preexisting large-scale anisotropies in the experimental sample. Therefore, no systematic effects on background estimation are introduced due to MC simulations, e.g. from assumptions on any hadronic models or on the composition of cosmic rays.
Fig. 11. (a) The discovery potential and upper limits for $E^{-3}$ neutrino sources and (b) for $E^{-2.25}$ neutrino sources with the autocorrelation analysis and the multipole analysis for the northern hemisphere. They are compared to the discovery potential and the upper limit of the point source search [15]. Additionally, the converted flux from the HESE analysis is shown [12].

Fig. 12. Result for the autocorrelation test on the northern hemisphere as a function of the clustering scale $\theta$. The black points refer to the observed number of pairs, while the black line represents the average number of background pairs.
Since point source searches look for small-scale anisotropies, these must be distinguishable from possible large-scale structures in the data sample. To investigate the effect of a preexisting large-scale anisotropy in the background, the analyses are repeated including a large-scale anisotropy in the background of atmospheric neutrinos and muons for the mixed sky maps, while keeping the test statistic of the null hypothesis fixed. The large-scale anisotropy is simulated according to a measurement by Milagro [30]. Since the Milagro anisotropy is an anisotropy in cosmic rays, a possible anisotropy of atmospheric muons and neutrinos of about the same order of magnitude is expected. The corresponding systematic errors are given by the resulting shift in the sensitivity of the analyses.

Systematic uncertainties in the signal efficiency arise mainly from the DOM-efficiency and optical ice properties. In this context the DOM-efficiency describes the absolute light detection efficiency of the optical modules. The variation of the ice parameters refers to the optical properties of the ice, including absorption.
and scattering. These systematic effects are estimated using MC simulations analogously to [15]. To estimate the systematic errors, the following three uncertainties are propagated through the analysis while calculating the sensitivity:

1. Variation of the DOM-efficiency by $\pm 10\%$.
2. Variation of the Ice Parameters by $\pm 10\%$.
3. Influence of a large-scale anisotropy in the background estimation.

The resulting effects on the sensitivities are shown in Table 1. While the uncertainties for the DOM-efficiency and absorption and scattering in the ice are the same for both analyses, different

7. Conclusions

Two methods to search for a small-scale anisotropy with IceCube were presented. The results of both searches are consistent with background expectations with small underfluctuation. Depending on the number of assumed sources, the resulting upper limits range from $10^{-6}$ GeV/cm$^2$ s$^{-1}$ for one source to $10^{-8}$ GeV/cm$^2$ s$^{-1}$ for 3500 $E^2$ neutrino sources in the northern hemisphere. Limits were also set for other assumed energy spectra, including $E^3$ and $E^{2.25}$.

Considering the astrophysical flux previously observed in IceCube [12], a small number ($< 10$) of isotropically distributed sources in the northern hemisphere of very hard energy spectra, like $E^2$, is excluded as it was by former IceCube analyses [15].

---

**Table 1**

Systematic errors on the flux normalization for the combined data sample while varying the DOM-efficiency and absorption and scattering of the ice. The uncertainty due to a large-scale anisotropy in the background estimation is calculated separately for each analysis. The maximum uncertainty for both analysis is listed above.

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>Effect on sensitivity</th>
<th>DOM eff. (%)</th>
<th>Abs. &amp; scatt. (%)</th>
<th>Large-scale aniso. Multip. (%)</th>
<th>2-pt. (%)</th>
<th>Combined Multip. (%)</th>
<th>2-pt. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^2$</td>
<td></td>
<td>$\pm 13$</td>
<td>$\pm 6$</td>
<td>$\pm 4$</td>
<td>$\pm 16$</td>
<td>$\pm 15$</td>
<td></td>
</tr>
<tr>
<td>$E^{2.25}$</td>
<td></td>
<td>$\pm 14$</td>
<td>$\pm 6$</td>
<td>$\pm 8$</td>
<td>$\pm 17$</td>
<td>$\pm 17$</td>
<td></td>
</tr>
<tr>
<td>$E^3$</td>
<td></td>
<td>$\pm 26$</td>
<td>$\pm 11$</td>
<td>$\pm 3$</td>
<td>$\pm 6$</td>
<td>$\pm 28$</td>
<td>$\pm 29$</td>
</tr>
</tbody>
</table>

values for the uncertainties due to a large-scale anisotropy are shown.
For softer energy spectra, the analyses presented here disfavor the observed flux to come from less than ~20 sources for $E^{-2.25}$ and from less than ~5000 sources for $E^{-3}$. Additionally, for sources distributed along the galactic plane in the northern hemisphere the autocorrelation limit is close to the flux predicted by HESE. In the southern hemisphere, the data sample contains predominantly atmospheric muons from cosmic ray air showers above the detector. Due to this background the autocorrelation analysis is not sensitive to a population of sources at the HESE flux level. For all these tests, the sources are assumed to have the same flux at Earth, since the true spatial flux distribution is not known for the observed astrophysical flux.

For hard energy spectra, the 2-pt correlation analysis is more sensitive than the multipole analysis since it uses the energy information as an additional variable. For soft energy spectra, the multipole analysis becomes slightly more competitive.
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